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Message from the SBRC General Chairs 
 
 Bem-vindo(a) ao XXVIII Simpósio Brasileiro de Redes de Computadores e 
Sistemas Distribuídos (SBRC 2010)! Esta edição do simpósio está sendo realizada de 
24 a 28 de maio de 2010 na pitoresca cidade de Gramado, RS. Promovido pela 
Sociedade Brasileira de Computação (SBC) e pelo Laboratório Nacional de Redes de 
Computadores (LARC) desde 1983, o SBRC 2010 almeja não menos que honrar com 
uma tradição de quase 30 anos: ser reconhecido como o mais importante evento 
científico em redes de computadores e sistemas distribuídos do país, e um dos mais 
concorridos em Informática. Mais do que isso, pretende estimular intercâmbio de idéias 
e discussões qualificadas, aproximá-lo(a) de temas de pesquisa efervescentes e fomentar 
saudável aproximação entre estudantes, pesquisadores, professores e profissionais. 
 Para atingir os objetivos supracitados, reunimos um grupo muito especial de 
professores atuantes em nossa comunidade que, com o nosso apoio, executou com êxito 
a tarefa de construir um Programa Técnico de altíssima qualidade. O SBRC 2010 
abrange as seguintes atividades: 20 sessões técnicas de artigos completos, cobrindo uma 
grande gama de problemas em redes de computadores e sistemas distribuídos; 2 sessões 
técnicas para apresentações de ferramentas; 5 minicursos ministrados de forma didática, 
por professores da área, sobre temas atuais; 3 palestras e 3 tutoriais sobre tópicos de 
pesquisa avançados, apresentados por especialistas nacionais e estrangeiros; e 3 painéis 
versando sobre assuntos de relevância no momento. Completa a programação técnica a 
realização de 8 workshops satélites em temas específicos: WRNP, WGRS, WTR, WSE, 
WTF, WCGA, WP2P e WPEIF. Não podemos deixar de ressaltar o Programa Social, 
organizado em torno da temática “vinho”, simbolizando uma comunidade de pesquisa 
madura e que, com o passar dos anos, se aprimora e refina cada vez mais. 
 Além da ênfase na qualidade do programa técnico e social, o SBRC 2010 
ambiciona deixar, como marca registrada, seu esforço na busca por excelência 
organizacional. Tal tem sido perseguido há mais de dois anos e exigido muita 
determinação, dedicação e esforço de uma equipe afinada de organização local, 
composta por estudantes, técnicos administrativos e professores. O efeito desse esforço 
pode ser percebido em elementos simples, mas diferenciais, tais como uniformização de 
datas de submissão de trabalhos, portal sempre atualizado com as últimas informações, 
comunicação sistemática com potenciais participantes e pronto atendimento a qualquer 
dúvida. O nosso principal objetivo com essa iniciativa foi e continua sendo oferecer 
uma elevada qualidade de experiência a você, colega participante! 
 Gostaríamos de agradecer aos membros do Comitê de Organização Geral e 
Local que, por conta de seu trabalho voluntário e incansável, ajudaram a construir um 
evento que julgamos de ótimo nível. Gostaríamos de agradecer, também, à SBC, pelo 
apoio prestado ao longo das muitas etapas da organização, e aos patrocinadores, pelo 
incentivo à divulgação de atividades de pesquisa conduzidas no País e pela confiança 
depositada neste fórum. Por fim, nossos agradecimentos ao Instituto de Informática da 
UFRGS, por viabilizar a realização, pela quarta vez, de um evento do porte do SBRC. 

Sejam bem-vindos à Serra Gaúcha para o “SBRC do Vinho”! Desejamos que 
desfrutem de uma semana agradável e proveitosa! 
 

Luciano Paschoal Gaspary 
Marinho Pilla Barcellos 

SBRC 2010 General Chairs 
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Future Internet initiatives 

Michael Stanton 

Directorate of R&D – Rede Nacional de Ensino e Pesquisa (RNP) 
Rua Lauro Muller 116/1103 – Botafogo – 22290-906 – Rio de Janeiro – RJ – Brazil  

michael@rnp.br 

(on secondment from Computing Institute, Universidade Federal Fluminense – UFF) 

Abstract. Large-scale Future Internet testbeds are beginning to be deployed in 
North America, the EU, Japan and Korea. In the USA, NSF launched its GENI 
(Global Environment for Network Innovations) programme in 2005 and, after 
several years spent on design, began in 2008 to formulate and deploy an 
experimental facility to support R&D into new network architectures [GENI 
2009]. The EU launched its FIRE (Future Internet Research and 
Experimentation) programme, also in 2008, based initially on a number of 
existing testbed projects: OneLab, Panlab, FEDERICA and Phosphorus 
[FIRE 2009]. Meanwhile, in Japan the AKARI project was launched to design 
a New Internet by 2015 [AKARI 2008]. 

There are ostensibly several similarities between these different proposals, es-
pecially in the technologies adopted. In principle, all these testbeds seek to 
support simultaneous use by concurrent projects (architectures). To carry this 
out, extensive virtualisation is carried out, both of network resources, 
including switches, and of processing and storage devices available on the 
network. This latter facility was originally included as a fundamental part of 
PlanetLab technology [Peterson 2002], and this has now been extended into 
network virtualization by variants of PlanetLab, such as VINI, which enable 
the virtualization of a level 3 router based on a PC [Bavier 2006] 

The most general model is that of GENI, which supposes the existence of a 
level 2 transport service linking network nodes containing programmable and 
virtualisable routers, as well as processing and storage elements. Among the 
programmable routers, apart from the VINI model, are such designs as 
OpenFlow and NetFPGA [McKeown 2008]. On the other hand, the 
FEDERICA project has adopted the use of production IP routers which 
support router virtualization [FEDERICA 2009]. 

One thing is quite clear: there is considerable interest in interoperation of 
these different testbeds, leading to collaboration around the globe. In Brazil, 
several invitations have been received to participate in testbed projects which 
were proposed to GENI in 2009. Therefore, in the planning of a Brazilian 
Future Internet experimental facility, future interoperation with foreign 
partners is of great importance. 

It should be mentioned that a couple of Brazilian Future Internet R&D pro-
jects are already underway: Horizon and WebScience  
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Horizon is a project to study new Internet architectures, which is being jointly 
carried out by a consortium of French and Brazilian universities, together 
with industrial partners, and funded by their respective governments [Horizon 
2010]. 

Web Science is a large consortium of more than 100 researchers from several 
leading universities, which is being funded for 3 to 5 years of research activity 
by CNPq, under its National Institutes of Science and Technology programme 
[WebScience 2010]. RNP and a group of researchers from 5 universities have 
included in this project the establishment of a VINI-style testbed for 
experimental research into Future Internet architectures. 

Lastly, interest has been expressed at government level in coordinating 
officially funded projects in the Future Internet area between Brazil and the 
EU, with a first call expected to be published in 2010.  

References 
 [AKARI 2008] AKARI project (2008), “New Generation Network Architecture: 

AKARI Conceptual Design” (ver1.1), http://akari-project.nict.go.jp/eng/concept-
design/AKARI_fulltext_e_preliminary.pdf , accessed on 15/12/2009. 

[Bavier 2006] Bavier, A. et al. (2006), “In VINI Veritas: Realistic and controlled 
network experimentation”, In: Proc. ACM SIGCOMM, September 2006. 

[FEDERICA 2009] http://www.fp7-federica.eu/ , accessed on 15/12/2009. 

[FIRE 2009] Future Internet Research and Experimentation, 
http://cordis.europa.eu/fp7/ict/fire/ , accessed on 15/12/2009. 

[GENI 2009] Global Environment for Network Innovations, http://www.geni.net/ , 
accessed on 15/12/2009. 

[McKeown 2008] McKeown, N. et al. (2008), “OpenFlow: Enabling Innovation in 
Campus Networks”, In: ACM SIGCOMM Computer Communication Review, 
Volume 38, Number 2, April 2008, p. 69-74. 

 [Peterson 2002] Peterson, L., Anderson, T., Culler, D. and Roscoe, T. (2002) “A 
Blueprint for Introducing Disruptive Technology into the Internet”, In: Proceedings 
of ACM HotNets-I Workshop, Princeton, New Jersey, USA, October 2002. 

Biography 
Michael Stanton is Director of Research and Development at RNP. After a Ph.D. in 
mathematics at Cambridge University in 1971, he has taught at several universities in 
Brazil, since 1994 as professor of computer networking at the Universidade Federal 
Fluminense (UFF) in Niterói, Rio de Janeiro state. Between 1986 and 2003, he helped 
to kick-start research and education networking in Brazil, including the setting-up and 
running of both a regional network in Rio de Janeiro state (Rede-Rio) and RNP. He 
returned to RNP in 2001, with responsibility for R&D and RNP involvement in new 
networking and large-scale collaboration projects.   
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Innovating in Your Network with OpenFlow: A Hands-on 
Tutorial 

Brandon Heller1, Masayoshi Kobayashi2 

1Stanford University, Stanford, USA 

2System Platforms Research Labs, NEC Corporation, Japan 
{brandonh,mkobaya1}@stanford.edu 

Abstract. OpenFlow is an open interface for remotely controlling the 
forwarding tables in network switches, routers, and access points.  Upon this 
low-level primitive, researchers can build networks with new high-level 
properties.  For example, OpenFlow enables more secure default-off 
networks, wireless networks with smooth handoffs, scalable data center 
networks, host mobility, more energy-efficient networks and new wide-area 
networks – to name a few. This tutorial is your opportunity to gain hands-on 
experience with the platforms and debugging tools most useful for developing 
network control applications on OpenFlow. Following an introduction, each 
participant will turn the provided hub controller into an Ethernet switch, then 
a flow-based switch, and finally a firewall or router - you get to choose.  
Along the way, you'll learn the full suite of OpenFlow debugging tools: you'll 
view flow tables with dpctl, dissect packets with Wireshark, visualize with 
LAVI, slice with FlowVisor, and simulate a multi-switch, multi-host network 
with Mininet on your laptop.  After the tutorial, you can apply what you've 
learned to physical networks based on software switches, NetFPGAs, or even 
hardware switches at line rate. 

The only requirement is to bring a laptop; no experience is required. 

 

References 
McKeown, N. et al. (2008) “OpenFlow: enabling innovation in campus networks” In: 

ACM SIGCOMM Computer Communication Review, 38(2):69–74, April 2008. 

 

Biographies 
Brandon Heller is a third-year Ph.D. student in Computer Science at Stanford 
University, with research interests in data center networks and energy efficiency.  
Brandon currently maintains the OpenFlow specification.  His most recent work was 
ElasticTree, a system to dynamically optimize the energy consumption of data center 
networks, while taking care to respect performance and fault tolerance considerations 
(see the NSDI 2010 ElasticTree paper).  Other projects include powernet.stanford.edu, a 
measurement infrastructure for understanding IT-related power consumption at the 
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scale of an entire building, and Ripcord, a modular platform for building data center 
networks. 

 

Masayoshi Kobayashi received his Bachelor's and Master's engineering degrees from 
Kyoto University, Japan in 1995 and 1997, respectively. In 1997, he joined NEC and 
became involved in research including high-speed routers, TCP congestion control and 
network measurements. Since 2007, he has been with Prof. Nick McKeown’s group at 
Stanford as a visiting researcher from System Platforms Research Laboratories, NEC 
Corporation, Japan. Masa was one of the first to be involved in the OpenFlow project, 
leading the mixed wired and wireless production deployment at Stanford, in addition to 
contributing to award-winning OpenFlow demos at SIGCOMM in 2008 and 2009.  

 

8 Anais



  

National infrastructures for Future Internet Research and 
Development 

Marcos Rogério Salvador1, Michael Stanton2 

1Centro de Pesquisa e Desenvolvimento em Telecommunicações (CPqD) 
Rod. Campinas – Mogi-Mirim km 118,5 – 13086-902 – Campinas –SP – Brazil 

2 Directorate of R&D – Rede Nacional de Ensino e Pesquisa (RNP) 
Rua Lauro Muller 116/1103 – Botafogo – 22290-906 – Rio de Janeiro – RJ – Brazil 

(on secondment from Computing Institute, Universidade Federal Fluminense – UFF) 
 

 marcosrs@cpqd.com.br, michael@rnp.br 

Abstract. This paper features the GIGA testbed network [Scarabucci 2005] 
and the academic network Ipê [Stanton 2010], two of the most relevant 
networks in Brazil for the support of experimental research. It describes the 
characteristics and supported functionality of these networks, discusses their 
limitations and elaborates on how they can be evolved to support Future 
Internet research and development at various levels by way of large-scale 
experimentation. 

The GIGA testbed is a large-scale experimental network that can support 
experiments at any layer. The network has approximately 800km of fiber and 
interconnects almost 70 labs in 23 universities in 7 cities in the southeast 
region of Brazil. It currently consists of a static WDM layer and a 10G/1Gb 
Ethernet layer controlled by a GMPLS control plane, and it is connected to 
network Ipê and to experimental and academic international networks at 
transmission rates in the order of gigabits per second. In the near future the 
WDM layer will evolve to support dynamic reconfiguration and transmission 
rates of up to 100Gb/s, and the GMPLS control plane will control both layers 
in an integrated way. 10G OpenFlow-enabled Ethernet switches, currently 
under development, should gradually replace conventional Ethernet switches 
to support Future Internet experimental research. FlowVisor will be installed 
in the network to virtualize these OpenFlow Ethernet switches and, hence, 
allow for the harmonious coexistence of production traffic, multiple 
experiments with OpenFlow-based traffic and GMPLS-driven circuit traffic. 

The Ipê network is the Brazilian national research and education network, 
operated by RNP, which provides connectivity to more than 300 institutions 
throughout Brazil, through PoPs (points of presence) in all 26 state capitals 
and the national capital. MPLS technology allows simultaneous use of this 
network for production IP traffic as well as L2VPNs for providing end to end 
level 2 circuits. The central high-speeed core of the Ipê network currently 
consists of 10 PoPs linked by 2.5 and 10 Gbps circuits.  

By 4Q2010, a new version of this MPLS network will be deployed to reach 14 
capitals at 10 Gbps and 10 capitals at 3 Gbps. By the same date, last mile 
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access to 26 out of 27 PoPs will be provided by wholly-owned optical metro 
networks, using 1 and 10 Gbps Ethernet links. This will enable at least 1 Gbps 
access to the more than 200 client institutions located in capital cities. A 
significant fraction of the capacity of the new Ipê network is intended to 
support level 3 network experiments, and will be used to extend the 
geographically limited coverage of the level 2/3 facilities of the GIGA testbed 
to institutions in the rest of Brazil, using L2VPNs for VLAN tunneling.  

To enable international collaboration in experimental Future Internet 
research, the 20 Gbps of international connectivity which RNP shares with 
Fapesp-maintained networks in the state of São Paulo, will be used to enable 
the federation of the GIGA and Ipê experimental network facilities with 
similar resources in other countries.  

References 
Scarabucci, R. et al. (2005), “Project GIGA – High-speed Experimental Network”, In: 

First International Conference on Testbeds and Research Infrastructures for the 
Development of NeTworks and COMmunities (TRIDENTCOM'05), Trento, Italy, 
February, 2005, p. 242-251. 

Stanton, M.A. (2010), “RNP experiences and expectations in future Internet research 
and development”, In: Tronco, T.R. (ed.), New Network Architectures: The Path to 
the Future Internet, Springer, 2010 (to appear). 

Biographies 
Marcos Rogério Salvador obtained his Ph.D. degree in 2003 from University of 
Twente, in the Netherlands, and since then works for CPqD, where he is currently 
manager of technology evolution in the areas of optical communications, wireless 
communications, next-generation networks and electronic transactions. Over his years 
at CPqD, Marcos has coordinated and executed various high-budget R&D projects in 
optical networking technologies (e.g., optical packet/burst switching, optical control 
plane, traffic engineering, topology discovery), resulting in prizes, products transferred 
to companies, patents and dozens of papers published in scientific events and 
periodicals of relevance in the area. 

Michael Stanton is Director of Research and Development at RNP. After a Ph.D. in 
mathematics at Cambridge University in 1971, he has taught at several universities in 
Brazil, since 1994 as professor of computer networking at the Universidade Federal 
Fluminense (UFF) in Niterói, Rio de Janeiro state. Between 1986 and 2003, he helped 
to kick-start research and education networking in Brazil, including the setting-up and 
running of both a regional network in Rio de Janeiro state (Rede-Rio) and RNP. He 
returned to RNP in 2001, with responsibility for R&D and RNP involvement in new 
networking and large-scale collaboration projects.   
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Future Internet Network Management 

José Augusto Suruagy Monteiro 

Núcleo de Pesquisas em Redes e Computação (NUPERC) 

Universidade Salvador (UNIFACS) 

R. Ponciano de Oliveira, 126 – Rio Vermelho – 41950-275 Salvador - Brazil 

suruagy@unifacs.br 

Abstract. Even in today’s technology, end to end performance may not be 
what users would expect from high speed backbones. In order to identify 
possible performance holes, it is desirable to instrument such networks, from 
the user’s lab, through his campus, regional, national and international 
backbones with tools that can perform tests in order to obtain delay and 
throughput measurements. One such measurement infrastructure is 
perfSONAR [Hanemann et al. 2005], a service oriented architecture for multi-
domain network monitoring. perfSONAR have been deployed in several 
National Research and Education Networks (NRENs), including Internet2, 
ESNet, Géant, and RNP, through the MonIPÊ service [Sampaio et al. 2007]. 

In testbeds for future Internet experiments such as GENI, OneLab, and 
Federica, where each experiment runs on a given slice it is even more 
important to instrument the testbed in order to collect all relevant data for 
each experiment, including not only network related measurements but also 
operational data which can help operations personnel on monitoring and 
troubleshooting the infrastructure itself. 

GENI (Global Environment for Network Innovations) is a network research 
and engineering infrastructure which is currently being designed. GENI key 
concepts are the following: programmability, virtualization, federation, and 
slice-based experimentation [GENI 2009]. perfSONAR is already being used 
in the ProtoGENI infrastructure to monitor Internet2 backbone and other 
parts of it. 

In this presentation we review the proposed measurement infrastructures for 
Future Internet testbeds, including the GENI Instrumentation and 
Measurement System (GIMS) [Barford et al. 2009], and PlanetLab Europe’s 
TopHat measurement service [Borgeau et al. 2010].This paper features the 
GIGA testbed network [Scarabucci 2005] and the academic network Ipê 
[Stanton 2010], two of the most relevant networks in Brazil for the support of 
experimental research. It describes the characteristics and supported 
functionality of these networks, discusses their limitations and elaborates on 
how they can be evolved to support Future Internet research and development 
at various levels by way of large-scale experimentation. 
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Abstract. The exponential growth of BGP routing tables and mobility issues 
are two major problems in the Internet today. This paper presents an overview 
of LISP and our initial experiences in joining the LISP+ALT network. We also 
present our goals on using LISP as a testbed for Internet research in mobility, 
scalability, management and security. 

The Internet Architecture Board (IAB) Workshop in October 2006 [MEYER, 
2007] pointed out the need to deal with current and future problems related to 
routing scalability and addressing for the Internet. Besides the exhaustion of 
IPv4 addresses, a major problem is the exponential growth of BGP routing 
tables due to network configuration and practices such as site multihoming 
and traffic engeneering. Mobility is a leading issue as well, which requires 
low latency and needs to scale. Therefore, the way the Internet works today 
does not provide an adequate solution for mobile users and scalable routing. 

BGP is the core routing protocol of the Internet. It manages a table of IP 
networks (prefixes) which defines how autonomous systems are connected in 
order to perform routing decisions. The lack of prefix aggregation is causing 
BGP tables to grow continuously. Several researchers and practitioners 
believe that this may dangerously affect the operation of the Internet in the 
near future. It is important to state that IPv6 does not solve the problem, since 
it is based on the same routing infrastructure as IPv4. Therefore, the problem 
will not simply go away with IPv6. 

It is common knowledge nowadays that the source of these problems is mainly 
due to the fact that IP addresses are both used for location and identification. 
This so called “IP address overloading” lessens mobility and imposes several 
complications to the routing infrastructure. Hence, there is an emergent need 
to decouple identification and location in order to provide flexibility and 
mobility for Internet users and administrators. 

LISP [MEY 2008] [FARINACCI,2010] is one such a solution which splits the 
addressing scheme into two namespaces: identifiers and locators. LISP 
basically inserts one level of indirection at the network stack to perform 
packet encapsulation and transparent routing. LISP employs a dynamic 
encapsulation scheme in which outside addresses refer to locators and inside 
addresses refer to user`s IDs. As such, LISP packets are transparently routed 
in the Internet and it requires a few changes in software and no specific 
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configuration at network hosts. Furthermore, LISP does not require huge 
modifications to the network infrastructure and it is interoperable with IPv4 
and IPv6. 

In Latin America, the number of announced IP prefixes is twice as big as the 
rest of the world [YANNUZZI,2009]. At the end of 2009, we conducted a study 
to verify the benefits of using LISP. This work showed a potential reduction up 
to 89% of the BGP routing table, mainly due to prefix aggregation. 
Afterwards, we contacted Lisp Working Group and joined the LISP+ALT 
network [FULLER,2009] at the beginning of 2010. To the best of our 
knowledge, there are only two institutions (UFBA in Brazil and LACNIC in 
Uruguay) in the LISP+ALT network in Latin America. We hope that other 
institutions get motivated to join this network as well. Finally, our main goal is 
to use the LISP+ALT network as a testbed to perform studies on the analysis 
of LISP implementations, internet scalability, mobility and security. 
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Abstract. A frequent subject in forums, academia and industry is the evolution
of the Internet in terms of routing. Basically, the scalability in the Default Free
Zone related to (1) the growing rate of the routing tables and (2) the conver-
gence of the routing system, are pointed by routing experts as the main concerns
of the current mechanism. Several approaches have emerged, but they normally
require a mapping system to translate from identifiers to locators (IP). We con-
tribute with this discussion by introducing our XOR-based Flat Routing mech-
anism for Internet-like topologies. Essentially, the proposed mechanism routes
directly on top of flat ASes identifiers, eliminating the need for mapping sys-
tems. In this work we present a mechanism for building the routing tables over
the XOR-based scenario in conjunction with a reachability service developed
using the concepts of Landmark and Bloom filters. We also present our recent
results related to the usage of the flat routing mechanism in data centers based
on hipercube topologies.

1. General overview

This proposal employs an XOR-based routing mechanism which is used to build a
mesh network structure, as opposed to the virtual ring organization proposed in VRR
[Caesar et al. 2006a] and ROFL [Caesar et al. 2006b]. Basically, XOR-based routing
mechanisms are available in the literature [Ford 2003, Maymounkov and Mazières 2001],
and this work leverages their routing tables organization model and forwarding mecha-
nism, proposing a brand new process for building the routing tables over such XOR-based
routing mechanism which (1) removes the need for any kind of underlay (tunneling) net-
work providing communication between nodes, and (2) considers the concept of physical
proximity in number of hops for building the routing tables. The first difference has the
benefit of totally eliminating the need for mapping systems, and the second difference
provides the fundamental basis for controlling the signaling overhead (convergence of the
overall routing system) due to the adopted regionalism approach.

The convergence is also pointed by routing experts as one important scale-limiting
factor of current routing mechanisms. Since the current mechanisms require 100% of in-
formation (global knowledge) in the DFZ about the network condition, a change in a given
part requires messaging throughout all the network in order to converge to the updated
network condition. Consequently, a routing mechanism which requires only regional
messaging (not global convergence), and regional information (not global knowledge) in
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the routing tables, becomes a promising research topic to tackle some problems so far
identified.

The proposed routing mechanism is evaluated over several Internet-like (Power-
law) topologies. All the evaluations were conducted using our developed emulation tool,
and the thorough evaluation considers more than 620 million paths (it was computed
100% of the paths for all evaluated topologies), allowing an insightful discussion around
the proposed routing mechanism.
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Abstract. The adoption of Wireless Mesh Networks (WMNs) is a solution to provide last 
mile indoor and outdoor Internet access and is gaining an important attention academic 
and industry research groups in recent years. WMNs will support the distribution of 
diverse type of services, ranging from battlefield surveillance to high quality mobile 
audio and video applications.  
As an alternative to proprietary solutions, IEEE 802.11 equipments with an extended 
firmware can be used as an open source and low-cost solution in Linux environments 
[Tsarmpopoulos et al. 2005]. This type of solution allows the easy creation of digital 
and multimedia environments, enabling the distribution of new services for fixed and 
mobile devices and attracting new customers. 
There is an open source WMN solution used in a production network in the Federal 
University of Pará (UFPA). The WMN that was deployed in an area that has buildings 
with an average height of eight meters, with a predominance of large trees, typical of 
the Amazon region, and also with high rate of rainfall.  
The WMN located in the UFPA has six mesh kits. These kits are made from air-tight 
box to hold the wireless routers and omnidirectional antenna of 18.5 dBi gain. The 
wireless routers used in the network are Linksys WRT54GL.  
Since it is a production network, is difficult to run experimental protocols on it. 
However with the aim to solve this problem, the OpenFlow solution [McKeown et al. 
2008] was propose, to allow tests with new network architectures and protocols over a 
production network. 
On this work we show the use of OpenFlow protocol solutions and  FlowVisor 
[Sherwaood et al. 2009] in a OpenMesh [Pinheiro et al. 2009] network, to provide a 
laboratory in a production networking. The OpenFlow was deployed in ours router, 
that have the OpenWRT firmware already, and the FlowVisor was used to created 
slices, where multimedia traffic was inserted to evaluate the network metric, mainly the 
delay produced by the redirecting of flows over a wireless multi-hop network.  
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Abstract. In this work, we take a necessary intermediate step when moving 
towards programmable (software-defined) networks, namely transparent 
interaction with legacy networks. While the OpenFlow [1,2] model already 
provides means to treat operational traffic with legacy protocols embedded in 
the switches themselves, we explore the feasibility of completely moving a 
legacy routing protocol stack (Quagga [3]) to logically centralized controllers 
and using the OpenFlow protocol (together with the OpenFlow switch 
configuration protocol) as the solely communication channel with the 
forwarding engines. More precisely, we propose an OpenFlow controller 
application acting as a proxy between Quagga instances and their physical 
counterparts. Basically, we intend to replicate the discovered physical 
topology by stitching the virtual interfaces of the VMs running Quagga.  

This piece of work gets us closer to benefiting from the OpenFlow model in 
terms of rapid innovation and rich network control opportunities. In a short 
term, the core benefits of our external Quagga integration with OpenFlow 
include:  

1.- Cheap network gear with minimal embedded software. 

2.- Avoid re-writing legacy protocols in a centralized fashion. 

3.- Ensure interoperability with legacy network elements.  

Along this way, we expect to contribute to the revisions of the OpenFlow table 
abstraction, and the requirements of the OpenFlow configuration protocol.  

As a result of this exploratory work we do not only intend to contribute to the 
feasibility of progressively adopting OpenFlow but we look forward to devise 
opportunities in offering "legacy routing emulation services." This way, 
network operators can re-use their current practices of network management 
and approach network virtualization by safely offering third parties (e.g., 
customers) controlled access to isolated Quagga instances in order to 
customize the routing of their "contracted" network slices. In the long term 
however, network virtualization should move beyond the current network 
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virtualization model based on overlaying a virtual network of multiple virtual 
routers on top of a shared physical infrastructure and propose a more 
convenient, user-friendly “Platform as a Service” model for networking [4].  
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Abstract. Concerns about security, mobility, routing, quality-of-service,
middle-boxes led to revisions in the basic architectural framework of the Inter-
net, such as new schemes for addressing, new features for switching/forwarding
equipment and deployment of new services using overlay networks. Some of
these revisions depend on network domains to cooperating in order to achieve
scalability. For example, [Liu et al. 2008] proposes a filter-based DDoS defense
system which depends on an infrastructure service to be deployed for each net-
work domain in order to block attack traffic. Somewhat solution seems hard
to be applied at large scale because each network has its own administrative
boundaries and internal policies, and incentives to cooperation can be hard to
achieve.
To tackle the highly distributed nature of the Internet and such increasingly
complex interactions, each administrative domain should be modeled as an
autonomous society of agents (or a multiagent system). A multiagent system,
[Wooldridge 2009], is one that consists of a number of agents, which interact
with one another on behalf of owners with different goal and motivations. In
order to successfully interact, these agents will thus require the ability to coop-
erate, coordinate and negotiate with each other.
This ongoing research aims to enhance network operating systems
[Gude et al. 2008] with agent capabilities, such as reactivity, pro-activity and
social ability. This approach will enable the building of artifacts for the au-
tonomous control of networks, allowing networks to self-govern their behavior,
but only within the constraints of the goals that the system as whole seeks to
achieve. To tackle large scale Internet problems, social abilities like coopera-
tion and negotiation is being used to make agents interact with other network
domains. Using such high-level and centralized abstraction of the network will
reduce the complexity of building agents in a too complex and often uncertain
environment. This feature expressively reduces the burden to construct a trans-
lation layer into each agent to cope with different network vendors. From the
network operating system viewpoint, agents are used as an efficient manner to
build autonomous network control artifacts. Applications, now characterized as
agents, can be used to build self-managed networks and exploring autonomous
solutions for configuration, optimization, recuperation and protection.
The implementation/experimentation of the agent-based network operating sys-
tem uses the NOX/OpenFlow [Gude et al. 2008] platform and is under develop-
ment by LabCIA. Our preliminary result using the platform under construction
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is self-protecting networks against flooding DDoS attacks [Braga et al. 2010].
The detection method uses Self Organizing Maps, an unsupervised artificial neu-
ral network, trained with features of the network traffic. Taking advantage of the
abstraction layer, it is possible to extract flow-based information from all OF
switches registered by NOX. Furthermore, there is great flexibility to add/remove
OF switches into/from the detection loop. The benefit of this possibility is that if
there is a change in the network topology, it is possible to autonomously adapt
to it adding switches more relevant to detection or removing those less impor-
tant. This new method also yielded low rates of false alarms and high rates of
attack detections using flow information instead of per-packet information.
For mitigating detected attacks, we plan to allow the cooperation between
agents from different network domains. For example, if network A detects that
an attack has been launched, it could inform B that is under attack and ask B
to filter the packets in the origin. After negotiation, B uses network biddings of
NOX/OpenFlow to block the attack source.
We stand on the assumption that OpenFlow will gradually be adopted by net-
work domains. OpenFlow is not a toy protocol. It makes part of a world-wide
consortium trying to innovate in networks research and its deployment is reach-
ing large scale infra-structures like GENI and Internet2. Additionally, a new
proposal of IP and Transport unification through OpenFlow increases its possi-
bility to future large scale adoption. As soon this assumption holds, our research
will be valuable to show how intelligent scalable architectures can be used to
build the future Internet.
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Abstract. This presentation focuses on two main ideas: that mobile devices 
should be mobility-aware, and that hiperconectivity (increasing the number of 
paths at the edge of the Internet by creating large “cooperative” networks) is 
a way of creating resiliency in the increasingly vital resource which is Internet 
access.  

When the Internet was created, the type of mobile devices we have now were 
virtually unknown. In fact, all computers connected to the network were 
mainframes with rare exceptions. Therefore, tying together identification and 
routing in a single identifier made sense.  When mobility was introduced, the 
solution chosen to support it was to hide mobility. Mobile-IP maintains a 
home network as the canonical address of the mobile host, and mobility is 
achieved by tunneling from this home network to the real position of the 
mobile. Although this allows traditional applications to be used without 
change, this makes mobile devices second class citizens of the Internet. Their 
routing will be necessarily more inefficient than their fixed counterparts, and 
the devices are not able to take advantage of their adaptability. 

As Internet access becomes ubiquitous, being used in all public and private 
instances of life, it is imperative to guarantee that services will not fail when a 
link fail. Moreover, the loosely hierarchical architecture of the Internet, which 
was a result of interconnecting autonomous networks, becomes strained when 
networks lose their communal aspect. When the Internet was created by 
connecting research and University networks, the individual networks had 
users which had great affinity, and traffic was in part internal. In contrast, 
current commercial providers create groupings that are random, and traffic 
tends to be extra network, generating topologically inefficient routing 
depending on the peering between networks. 

Mobile devices generally have multiple network interfaces. For example, the 
well know Nokia N95 cell phone has five radios and seven antennas, plus both 
an USB and an infrared port. This allows a N95 to have simultaneous 
infrared, wifi, Bluetooth and 3G links. Alas, normal IP routing will only allow 
one of these interfaces to be used at a time. An aggregate link, made up of all 
available physical links will greatly improve throughput and resiliency of 
communication. If a mobile host can change the set of links being used at any 
time, mobility can be achieved simply by trading a failing link with a new one 
that becomes available. 
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Hiperconnectivity helps link availability by creating a framework where 
cooperative networks can be created. Instead of postulating the connection to 
a central provider, the idea is to create networks interconnecting physical 
neighbors. The link technology to do that is already available, and mesh 
networks are one instance of that technique. Another example is the 
community network called REDECOMEP in Brazil, where dark fiber is 
launched to interconnect research institutions and Universities, as well as 
municipal and state institutions. To create a higher degree of interconnection 
at the edges allows for alternative paths in case of failure, and for better 
routing of local traffic. There are many research and even business 
opportunities for cooperative networks, and it is a great solution for providing 
good, high bandwidth connection at low cost for better last mile capillarity. 

Hiperconnectivity creates an environment with many opportunities for 
network access, which can be explored by mobile hosts, especially if they are 
able to use well connectivity-rich environments. This provides fertile ground 
for new applications, which can take advantage of local, low cost connectivity 
as well as location information to provide new services for mobile hosts. 
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Abstract. The availability of vast commoditized processing and storage technologies 
together with the success of the Internet has enabled the realization of a computing 
mode known as Cloud Computing, also touted as the Fifth Utility. Although it is still an 
evolving paradigm, there is little disagreement in recognizing that the Cloud is here to 
stay. Consequently, the inter-networking requirements of the Cloud should be regarded 
as a major driving force shaping the future Internet, i.e., the set of protocols governing 
the global-scale interaction of computing processes.  

In a recent talk [1], Internet evangelist Vint Cerf has noted that “the Cloud represents a 
new layer in the Internet architecture and, like the many layers that have been invented 
before; it is an open opportunity to add functionality to an increasingly global 
network.” Indeed, it can be argued that the emergence of the Cloud is another example 
of the history repeating itself. We can draw an analogue between Cloud Computing and 
the time when simple terminals devices (i.e., thin clients) accessed mainframes running 
applications and hosting users´ data. Also noteworthy, there are three Cloud initiatives 
that have an analogue in the Internet’s past, including (i) the rising importance of 
academia, (ii) the increasing interest in interoperability among cloud vendors, and (iii) 
the carrier (infrastructure owner) interest in new service opportunities. 

While the transformations of the Cloud in the service area are more-or-less more 
obvious, the implications of the core networking technologies are less predictable. It 
has been reported that Cloud computing has contributed to a flatter Internet topology 
[2] as a consequence of content providers deploying their own wide-area networks, 
closer to users and bypassing Tier-1 ISPs on many paths. In addition to peering, other 
profound impacts may include mobile offload for large data volumes from 3G/4G 
networks or further developments of application content infrastructures [3].  

When distributing the Cloud data center footprint closer to the users, network providers 
are in a good position to leverage their infrastructure and knowledge (e.g., topology, 
usage patterns) while embracing the Cloud business model. A noteworthy technology 
enabler to become smart pipes is current industry trend towards open programmable 
network platforms (e.g., OpenFlow, Cisco IOS, Juniper Junos), aka network operating 
systems providing true network support for challenging applications, enabling rapid 
introduction of network innovations, and custom networks for different segments. 

While the architecture for Inter-Cloud standards is still very much in its early stages 
[4] and the market implications are unclear, we may however expect that a global 
market of cloud resources (e.g., computational, storage, networks) will eventually 
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emerge. We may speculate that the geo-distribution of data centers may drive the 
development of a cloud-oriented connectivity market beyond traditional multi-homing.  

Driven by the same forces that are leading to an architectural transformation of the 
data centers, we should expect innovative inter-networking solutions, re-examining 
cost/control trade-offs and revisiting the incentives for a broader adoption of mature 
protocols (e.g., VPNs, IPv6, IP Multicast, Secure BGP, DNS Security Extensions), novel 
routing mechanism (e.g., LISP, energy-aware protocols, or even XML routing) and 
radical information-centric inter-networking architectures (e.g., CCN, PSIRP). 

Future Internet projects need to move from technical reports to running code and large 
scale prototypes that illuminate the benefits of beyond-IP proposals while devising an 
incentive-proven migration path is devised. This pragmatic step in future Internet 
research becomes clear in initiatives like GENI or the EU PPP and the EU new 
flagship large-scale integrating project called SAIL. As a key step, experimental 
research infrastructures should be fed by the requirements and opportunities of the 
Inter-Cloud, exposing the research community to enterprise-level requirements, 
yielding realistic traces of cloud workloads and all in all foster networking research 
around cloud computing developments by federating heterogeneous datacenters. By 
embracing open source developments (e.g., Eucalyptus) and vendor-independent open 
APIs (e.g., OpenFlow), existing infrastructures can be leveraged setting the path of the 
next generation of network devices. Remarkable approaches towards those Cloud-
driven research infrastructures include OpenCirrus [5] and the GENICloud project, 
which among other goals aim at providing a federation interface for compute clusters 
running Eucalyptus open-source software infrastructure. 
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Abstract. In this work, we present the development of a publish/subscribe 
architecture that supports mobility and disconnection of event producers and 
consumers effectively and in a flexible manner, as well as firewall and NAT 
traversal, enabling the system to be used on the entire Internet, and not only 
within network domains. Unlike other work about distributed pub/sub systems 
e.g. [Mühl, Ulbrich et al. 2004], which interprets the mobility of a device as 
being the re-association with a new event server (or broker) within the 
pub/sub overlay network, in our work we consider the device mobility as a 
predicted or unpredicted change of its IP address. This second form of 
mobility happens when the event producer/consumer switches between 
network domains or enters a network protected by firewalls/ NATs, while 
possibly still being associated with the same event broker. Hence, our notion 
of mobility support is orthogonal to the common notion of mobility support in 
distributed pub/sub architectures, and our support can be directly 
incorporated into distributed pub/sub systems. Thus, the main contribution of 
our work is this approach to mobility on pub/sub systems with the combination 
of different concepts and technologies (e.g. application layer mobility 
management, reliable protocols and disconnection detection) to achieve this 
goal. A central issue is to find an effective and flexible solution for mobility 
management [Henderson and Works 2003; Eddy 2004]. We present the 
development of a SIP Mobility Support Layer, an implementation of a mobility 
management mechanism at the application layer using SIP (Session Initiation 
Protocol) [Rosenberg, Schulzrinne et al. 2002] based on the work presented 
by [Wedlund and Schulzrinne 1999]. This layer has been implemented as an 
API that can be used by any service or application that requires transparent 
mobility and connectivity management. For addressing the problem of 
temporary disconnections of event producers and consumers, we introduced a 
customizable disconnection detection and handling mechanism, using TCP 
and an implementation of  Reliable UDP [Stevens and Narten 1990], and also 
subscriptions storage and notifications queuing mechanisms. The referred 
pub/sub system has been implemented in Java, and the client APIs were ported 
to the Android Operating System. 
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Abstract.  The Global Environment for Network Innovations (GENI) is an 
NSF-funded program to develop a nationwide research facility for developing 
programmable networking environments and experimenting with new network 
architectures and distributed systems.  PrimoGENI is a project at FIU that 
will augment the GENI suite of interoperable infrastructure to enable large-
scale experiments consisting of simulated, emulated and physical network 
entities. Support for large-scale simulation is currently missing in GENI.  
Simulation can significantly improve the flexibility and scalability of network 
experiments beyond what can be achieved on physical and emulation testbeds 
[Liu 2008a]. For example, simulation allows easier incorporation of abstract 
mathematical models (e.g., the epidemic worm propagation model and fluid 
network traffic model) and, through the use of parallel and distributed 
simulation, can accommodate extremely large and detailed network models. 
Real-time simulation refers to the technique of supporting the execution of 
large-scale detailed network models in real time [Liu 2008b]. We will discuss 
the PrimoGENI project plans to integrate simulation capabilities into the 
GENI “ecosystem” through real-time simulation methodologies.  

GENI is building a meso-scale prototype infrastructure that is deploying 
OpenFlow switches at Internet2 and National LambdaRail backbone Points of 
Presence (POPs), and also at least 8 U.S. university campuses.  The objective 
of the meso-scale build out is to “get real experiments up and running (Elliot, 
2010)”.  A GENI experiment is an interconnected set of reserved resources on 
platforms in diverse locations, such that each experiment is instantiated on 
shared infrastructure, yet runs within its own isolated slice, created end-to-
end across an interoperable suite of federated infrastructure (GENI-SY-RQ, 
2008).  We will discuss FIU’s plans to participate in the GENI meso-scale 
prototype deployment, which would extend the OpenFlow infrastructure to 
Miami.  We will also discuss our plans to create an OpenFlow testbed between 
the AMPATH Internet Exchange Point, in Miami, and the SouthernLight 
Exchange Point, in São Paulo, to support simulation/emulation experiments 
between the U.S. and Brazil. 
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